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Abstract— Part-of-speech (POS) tagging is one of the most important processes in Natural Language Processing (NLP). It is useful in 
many areas of linguist research such as information retrieval, natural language translation, word sense disambiguation and sentiment 
analysis. The goal of this process is to correctly assign the POS tags for each word in a sentence. Moreover, it is also the essential process 
for Myanmar Language Translation. Although there are many approaches in Myanmar Language POS tagging, Deep Learning Models are 
especially proposed in this paper. In this work, Recurrent Neural Network (RNN) with Bi-directional Long Short-Term Memory (Bi-LSTM 
RNN) is especially applied in Myanmar Word segmentation and POS tagging process. Moreover, GloVe is also used to perform syllable 
vector representation and word vector representation. 

Index Terms— Part-of-Speech tagging, Natural Language Processing, Word Segmentation, Recurrent Neural Network, Bi-directional Long 
Short-Term Memory, GloVE 

——————————      —————————— 

1 INTRODUCTION                                                                     
ecently, deep learning has been gaining popularity in the 
field of Artificial Intelligence and Natural Language Pro-
cessing. The advancements are due to the breakthrough 

in the algorithms that learn and recognize very complex pat-
terns using deep layers of neural networks or commonly 
known as the deep neural networks (DNN) [1], and the intro-
duction of different types of neural network such as convolu-
tional neural network and recurrent neural network (RNN). 
Although there are many well-known projects which use Deep 
Learning in English language translation having human level 
performance, applying deep learning on Myanmar Language 
translation is still rare because of the language structure and 
word composition. Moreover, there are many preprocessing 
steps needed to carry out to translate Myanmar language to 
another language. Among these process, part-of-speech tag-
ging is one of the essential processes in Myanmar language 
translation. In addition to this, there is no space between 
words and no certain rule for spacing in writing style of My-
anmar Language. And so, part-of-speech tagging does not 
perform directly on Myanmar sentences and syllabification 
and word segmentation are needed to carry out in advance.  In 
this study, GloVe (global vector for word representation) is 
used to perform syllable level vector representation and word 
level vector representation. Moreover, two recurrent neural 
networks with long short-term memory (LSTM) are used for 
word segmentation and part-of-speech tagging. 

2 PROPOSED SYSTEM ARCHITECTURE 
The architecture of proposed RNN-based Myanmar Language 
POS tagger is shown in Fig 1. As shown in this figure, when 
input Myanmar text is enter to the system, preprocessing steps 
such as sentence breaking, and syllable breaking are needed to 
carry out. For sentence breaking, input texts are broken as line 
by line sentences by using sentence marker symbol (‘။’) called 
‘pope ma’. After sentence breaking, syllable breaking is per-
formed using regular expression rules generated for each My-
anmar syllable. Then, syllable-level embedding, and word-
level embedding is carried out by using the corpus with the 

help of GloVe algorithm. After that, segmentation process is 
performed by using Bi-LSTM recurrent neural network (Bi-
LSTM RNN) model which can predict upcoming space. Final-
ly, POS tagger is also built by using Bi-LSTM RNN to predict 
the tags of words in the input sentence. In this work, public 
corpus, myPOS corpus created by Y.K. Thu and his et al [ 9 ]is 
used as the corpus resource. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1: Proposed System Architecture 
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3 SYLLABLE LEVEL AND WORD LEVEL EMBEDDING 
USING GLOVE 

Like all other neural networks, deep-learning models don’t 

take as input raw text: they only work with numeric tensors. 

Vectorizing text is the process of transforming text into nu-

meric tensors. This can be performed by tokenizing words or 

characters of the text. This tokenized words or characters are 

encoded to embed into a vector. This is also called token em-

bedding or word embedding. Based on the concept of word 

embedding and character embedding, syllable level embed-

ding is carried out for Myanmar Language.  

According to the Myanmar Language’s characteristics, not 

only one Myanmar syllables such as  (e.g, ‘ေရ , [ray’]) and 

(e.g, ‘အိးု , [aoe]’ ) forms a meaningful Myanmar words, (‘ေရ , 

[ray]’, water in English ) and  (‘အိးု , [aoe]’, pot in  English ) 

bust also more than one syllable are combined to form a mean-

ingful word such as ‘ေရအိးု , [rayaoe], water pot in English’.  

Moreover, Myanmar Syllable (‘သည ်,  [sany]’) have more than 

one meaning. If this syllable is not combined with another 

Myanmar syllables, it has no meaning and it is used as post 

position marker of  Myanmar sentences. If this syllable is 

combine with other syllables such as (မုန် ့ , [mone], snack in 

English ) and  (ေစျး , [hcyaayy], market in English ) these two 

syllables combination is transform to another meaning 

(မုန်သ့ည ် , [mone snay], snack seller in English ) and 

(ေ◌စျးသည ်, [hcyaayy sany], seller in English )   and it can be 

tagged as noun in Myanmar POS tagging.  

Because of the multiple meanings and multiple usages of 

each syllable, only syllable vector usage is not efficient to get 

the meaningful segmented words and correct POS tags.  

Therefore, Word vector is also built using GloVe in order to 

get the meaningful segmentation and this segmentation result 

is used as the input for POS tagger. In this work, 13779 words 

from corpus are embedded into word vectors. Moreover, ex-

amples of  Myanmar words with one syllable and two sylla-

bles are 

shown 

in Table 

1. 

 

 

 

 
 
 
 
 

Table 1: : Myanmar Word’s Phonetics and English 
 Meanings 

3.1 GloVe Model 
 
For syllable embedding and word embedding, GloVe model is 

trained on the non-zero entries of a global syllable-syllable or 

word-word co-occurrence matrix, which tabulates how fre-

quently syllable or words co-occur with one another in a given 

corpus. Populating this matrix requires a single pass through 

the entire corpus to collect the statistics. Glove Algorithm con-

sists of the following steps. 

Step 1: Collect syllable/word co-occurence statistics in a 

form of syllable/word co-ocurrence matrix X. (Each ele-

ment Xij of such matrix represents how often ith sylla-

ble/word appears in context of jth syllable/word) 

Step 2: Define soft constraints for each syllable/word pair 

by using the equation  
𝑊𝑊𝑖𝑖

𝑇𝑇𝑊𝑊𝑗𝑗+𝑏𝑏𝑖𝑖 + 𝑏𝑏𝑗𝑗 = log(𝑋𝑋𝑖𝑖𝑗𝑗 )  

Where,  - vector for the main syllable/word 

 - vector for the context syllable/word 

, are scalar biases for the main and con-

text syllable/words 

       Step 3: Define cost function : 
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𝐽𝐽 = ��𝑓𝑓(𝑋𝑋𝑖𝑖𝑗𝑗)(𝑊𝑊𝑖𝑖
𝑇𝑇𝑊𝑊𝑗𝑗+𝑏𝑏𝑖𝑖 + 𝑏𝑏𝑗𝑗 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑋𝑋𝑖𝑖𝑗𝑗)

2
𝑉𝑉

𝑗𝑗=1

𝑉𝑉

𝑖𝑖=1

 

 
 Where,   is weighing function and  is defined by  

 

 

 

In this work, context window size of 3 is used in GloVe be-

cause there are many particles in Myanmar language  and 

large value of context window size in co-ocurrencnce will lead 

to high similarity between syllables. 

4 SEGMENTATION AND POS TAGGING USING BI-LSTM 
RNN MODEL 

In this work,  bi-direction LSTM RNN is used in two process-
es. The first one is word segmentation process and the second 
one is part-of-speech tagging process. The architecture of Bi-
LSTM RNN model for word segmentation and POS tagging is 
illustrated in Fig 2.  

 

 
Fig 2: Segmentation and POS tagging Using  Bi-LSTM-

RNN 
 

4.1 Bi-directional LSTM RNN Model (Bi-LSTM RNN) 
Recurrent neural network (RNN) is a type of artificial neural 

network that consists of  cyclic connections to model contextu-
al information dynamically. If an input word sequence w1, w2, 
..., wn is given, a standard RNN computes the output vector yt 
of each word wt by iterating the following two equations from 
t=1 to n . 

 
 

        
Where, is the vector of hidden states  
             W is weight matrix  
             is weight between input and hidden layer 
             is bias of hidden layer 
 
LSTM network is formed like the standard RNN except that 
the self-connected hidden units are replaced by special de-
signed units called memory blocks. In order to store the in-
formation in the cell of LSTM memory block over long periods 
of time and avoid the vanishing gradient, multiple gates such 
as, input gate (it), forget gate (ft), output gate (ot) and cell acti-
vation vectors ct are worked out according to the following 
equations.   

 
+  

 
  

  
 

 
  

 
Where σ is the logistic sigmoid function and the output of 

LSTM hidden layer ht given input xt is computed as following 
composite functions: 
   
Moreover, the illustration of the layeres of Bi-directional RNN 

are described in Fig 3 . 

 Fig 3: Layeres of Bi-directional RNN 
As shown in fig 3, BRNN involves two separate hidden layers, 

forward layer and backward layer that can access both preced-

ing and succeeding contexts to offers an effective solution. 

BRNN first computes the forward hidden sequence   by us-

ing the equation, ) and the 

𝑓𝑓�𝑋𝑋𝑖𝑖𝑗𝑗 � = � (
𝑋𝑋𝑖𝑖𝑗𝑗  

𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥

 

)𝛼𝛼         𝑖𝑖𝑓𝑓�𝑋𝑋𝑖𝑖𝑗𝑗 � > 𝑋𝑋𝑚𝑚𝑚𝑚𝑥𝑥

1                𝑙𝑙𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒      
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backward hidden sequence  by using the equation,  

)     respectively, and then pass 

the value of   and  to the fully connected layer ( ) and ( ) 

compute the truth output from these layers and the result is 

passed to the logic layer that used the sigmoid function. Final-

ly, the result obtained from sigmoid function is normalized by 

using cost function of the SoftMax layer and the desired seg-

mented words or POS tags are produced. In ( ) layer, the two 

outputs are computed by using the equation (1 ) and the logit layer 

used the equation (2 ).  

 ---(1) 

            ---(2) 

        ---(3) 

 

For segmentation, cost function of the softmax layer is 

defined by using the following equation. 

 

 where,  is the weight to control the amount of 

false positive and false negative. False negative count would 

be decreased if  and false positive count would be 

decreased if . As the proposed system emphasize 

on precision, the value of 0.5 is set to . Optimization to 

cost function is done by Adam Optimizer with learning rate 

0.0001. 

Although the basic architecture of POS tagger is the 

same as the segmentor ( bidirectional LSTM with peephole 

connection ), cost function of segmentor is only intended to 

binary classification. And therefore, cost function of POS tag-

ger is different from segmentor. And  Softmax cross entropy is 

used as for softmax layer of the POS tagger. Moreover, accord-

ing to the corpus statistics, learning process become difficult 

due to the unfair distribution of each class (for example, pro-

portion to Noun by Interjection is around 666). Therefore, class 

weight is proposed for smoothing unfair distribution problem 

and cost function is smoothed by multiplying class weight to 

original softmax cross entropy as shown in the following 

equation. 

 

5 EXPERIMENTS  
Proposed POS tagger can classify the words in 14 categories 

such as Abbreviation, Adjective, Adverb, Conjunction, Foreign 
Word, Interjection, Noun, Number, Particle, Postpositional 
Marker, Pronoun, Punctuation, Text number, Verb defined by 
myPOS copus created by Y. K. Thu [9]. These 14  POS tags 
used in this work with their class occurrence within the train-
ing corpus is described in Table 2. Proposed POS tagger is 
tested on open test-set and closed test-set. Open test set con-
tains 4 K sentences and tagger achieved 98.02 % accuracy on 
open test-set. Compared with other POS tagging approaches, 
the accuracy of proposed tagger is illustrated in Fig 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2: POS Tags Used in Proposed System 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 4: Accuracy of Proposed System 
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6 CONCLUSION 
 
In the proposed system, POS tagging is performed by using 

deep learning model, Bi-LSTM-NN model. Although the pro-
posed POS tagger can outperform over some traditional POS 
tagging approaches, there are still limitations compare to hu-
man tagger. To overcome these limitations, more training will 
be carried out in the future. Moreover, POS tagging process is 
the one of the necessary processes for Natural Language Pro-
cessing. Therefore, POS tagged resulted from the proposed 
system can be used as the useful inputs of the Natural lan-
guage Processing, Machine Translation and Information re-
trieval system. 
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